
Abstract. The carboxylation and oxygenation processes
of a model substrate, 3,4-dihydroxy-2-pentanone, have
been theoreticaly characterized as a set of steps, mimic-
king the corresponding reactions of D-ribulose-1,5-
bisphosphate catalyzed by rubisco. A theoretical
characterization is carried out of transition-state struc-
tures and possible molecular intermediates represented
as saddle points of index 1 and minimum energy
structures, respectively. The quantum chemical charac-
terization, at the HF/3-21G calculation level, of these
stationary points is used to rationalize and to discuss
both catalyzed sequences. The reported set of these
stationary points maps out most experimental aspects of
the reaction pathways for the real system.
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1 Introduction

Saddle points of index 1 [1, 2], referred to as transition-
state structures (TSSs), are reported for a ®ve-carbon
model of D-ribulose-1,5-bisphosphate (RuBP) submitted
to carbon dioxide and oxygen attack at the C2 center.
They map the carboxylation and oxygenation mecha-
nisms of rubisco-catalyzed reactions. This study is made
for the model system in vacuum. At ®rst sight, there is a
lack of groups in the environment which may be
responsible for catalytic activity and e�ciency. It is then
clear, from the start, that the type of study reported here
addresses a more fundamental issue: whether or not
minimal molecular models exist that can sustain all the
chemistry without any assistance from the environment.

If these exist, then a comparison with experimentally
determined TS analogs can be used to accept or discard
them. If the geometry (and consequently the molecular
surface) are superposable, then they can be seen as
candidates to mediate the actual reaction, as surface
complementarity with the active site would satisfy
Pauling's criterion for enzyme catalysis: otherwise, they
are simply irrelevant. The import of functional groups
would come in the discussion at this stage since docking
of the theoretical structures into the real enzyme may
o�er an alternative way to discuss catalysis. A next step
in this type of approach is to increase the size of the
models, so that more and more groups which appear to
be important from the X-ray structure are taken into
account. As we show in a companion paper, checking
whether or not saddle-point nature is conserved or
drastically changed yields a fundamentally new piece of
theoretical information. The present study shows that
the reactions may be carried out with minimal motion of
the substrate with a model not requiring protein groups.

From the mechanistic point of view, rubisco is a
complex system. Besides bi-functionality, namely oxy-
genation and carboxylation which are chemical steps
which happen at the same active site and which operate
on the same carbon center (C2) of RuBP [3±6], the
system may be self-inhibited by isomerization in situ of
RuBP [7±9]. Moreover, in the carboxylation path there
is a con®guration inversion at C2 following the C2AC3
bond-breaking process. The presence of an intermediate
dienol opening the reactive path is an important element
in the experimental description of the overall reactivity
[3±6, 10, 11]. Gem-diol and aci-acid intermediates have
also been suggested to explain the kinetics of this system.
In this paper we show that a thorough characterization
of TSSs can be used to give a reasonable electronic
description for both molecular mechanisms.

The mechanistic picture obtained from the TSSs
corresponds with the experimentally available informa-
tion in spite of the fact that such structures are deter-
mined in vacuum. As noted by us earlier [12±14], TSSs
for carbon dioxide and oxygen attack can be overlayed
on the geometric structure of the TS analog CABP
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(2-carboxyarabinitol bisphosphate) that was obtained
from high-resolution X-ray spectroscopy by Andersson
[15]. This fact suggests that the enzyme would present a
molecular surface that is complementary in shape to the
activated complexes of both reactions if the calculated
geometries are not too di�erent from this analog. The
discussion of mechanistic issues is then based upon
Pauling's lemma [16±18]. The present work describes all
aspects related to the elementary steps in the oxygena-
tion and carboxylation mechanisms.

2 Rubisco

RuBp carboxylase/oxygenase (rubisco, E.C.4.1.1.39)
catalyzes the initial step in Calvin's reductive pentose
phosphate cycle, i.e. the photosynthetic ®xation of
atmospheric carbon dioxide to the enzyme's substrate
RuBP. The enzyme also catalyzes a competing oxygen-
ase reaction, thereby reducing the net e�ciency of
photosynthesis by up to 50% depending upon the
relative concentration of carbon dioxide and oxygen
[4, 19±27]. The turnover of 3 s)1 re¯ects an ine�cient
enzyme. This ine�ciency is overcome by the abundancy
of the enzyme which ensures an annual ®xation of 1011

tons of carbon dioxide from the atmosphere to the
biosphere. An improvement of the biomass production
would require the photorespiration reaction to be
repressed. For this reason, genetic redesign of rubisco
aimed at increasing the discrimination power between
carbon dioxide and oxygen is still attracting much
interest. Unfortunately, all e�orts made to date in this
direction have been unsuccessful: either the mutant
proteins did not catalyze the addition of gaseous species

[28], or the discrimination against oxygen even declined
with respect to the in vivo value [29±32].

From the carboxylation process of RuBP to the
production of two molecules of 3-phospho-D-glycerate
(PGA), the catalytic reaction involves di�erent steps,
some of which can occur as partial reactions forming
intermediates [33]. Oxygenation starts from the same
carbon frame derived from carboxylation by producing
a hydroxyperoxide structure, followed by hydration and
gem-diol formation at C3 and ending with the step as-
sociated with an intramolecular deprotonation process
with concomitant scissions of the C2AC3 and OAO
bonds with formation of PGA and 2-phosphoglycolate
molecules. The commonly accepted reaction steps are
depicted in Fig. 1 for carboxylation and oxygenation of
RuBP [3, 4]. Enolization is the ®rst and possibly rate-
limiting step [15, 34±40]. The overall carboxylation and
oxygenation reactions can be dissected into a series of
consecutive steps: carbon dioxide or oxygen ®xation,
hydration, C2AC3 bond breaking and an additional
inversion of con®guration at the C2 center for the car-
boxylation sequence [3, 4, 41].

3 Model system and computing methods

2-Keto-3,4-dihydroxypentane is used as a model system
of the substrate RuBP. Compared to the real substrate,
only the two phosphates attached to carbon atoms 1 and
5 are not present. The phosphate groups contribute to

Fig. 1. Schematic reaction pathway for the carboxylation and
oxygenation of D-ribulose-1,5-bisphosphate RuBP catalyzed by
rubisco extracted and modi®ed from Ref. [4]
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a productive binding as documented experimentally by
X-ray studies [3, 4, 15, 42±44]. Besides, these X-ray data
had systematically excluded the participation of residues
acting as acid/base groups due to the large distance to
the substrate's atoms to be protonated-desprotonated
[15, 44] except for the carbamylated Lys 201 and His 294
(Spinach numbering). Therefore, a model system with-
out inclusion of external groups has been used by us [10].

The stationary points were located by optimizing the
geometries at the HF/3-21G basis set level, because
previously we have found similar results with di�erent
levels of computing, such as semiempirical AM1 [9], HF/
4-31G [10], HF/6-31G** [45], MP2/6-31G**, or even
QM/MM methods [46]. Berny analytical gradient opti-
mization routines were used [47, 48]. The density matrix
converged to within 10)9 a.u.; the threshold values of
maximum displacement and maximum force were 0.0018
AÊ and 0.00045 hartree/bohr, respectively. The nature of
each stationary point was established by calculating and
diagonalizing the Hessian matrix (force constant ma-
trix). The intrinsic reaction coordinate (IRC) [49] path
was traced in order to check the energy pro®les
connecting each TS to the associated minima of the
proposed mechanism by using the second-order Go-
nzaÂ lez-Schlegel integration method [50, 51]. All calcula-
tions were carried out using the GAUSSIAN 94
program [52]. Supplementary vibrational and spectral
analysis was made with the AMPAC 5.0 package [53].

The strategy followed for obtaining the TS starts by
searching for it in the quadratic zone on the energy
hypersurface. The exact characterization of the saddle
point of index 1 structures is achieved by using a simple
algorithm [10, 54, 55] in which the coordinates describ-
ing the system are separated into two sets: the control
space, which is responsible for the unique negative eigen-
value in the respective force constant matrix [56], and the
remaining coordinates referred to as complementary
space. The geometry optimizations are carried out
alternatively on each subspace, one at a time, until the
stationary structure is obtained. Finally, a complete
analytical optimization was achieved for the complete
space of all variables. Examination of the TSSs is
achieved by the evaluation of the Hessian matrix; the
nature of these stationary points was established by
calculating analytically and diagonalizing this matrix of
energy second derivatives to determine the unique
imaginary frequency. Once the stationary points are
obtained, the Hessian is recalculated and the transition
vector, which yields, at zero order, very concisely the
essentials of the chemical process under study [56, 57].
A calculation of normal modes is carried out.

4 Carboxylation and oxygenation pathways

An overview of these pathways, as obtained from the
calculations of stationary points, is presented in Fig. 2.
Once the enzyme is activated, enolization is generally
accepted as the ®rst and rate-limiting step in the
molecular mechanism of rubisco [15, 34±40]. For this
tautomerization process we have characterized a TSS1
(cf. Fig. 3) associated with the intramolecular proton

transfer from the C3 hydroxyl to the ketone group
linked to the C2 center. The 2,3-enediol formed here is
the reactant fragment for carboxylation and the com-
peting oxygenation; in both reactions, the C2 center is
attacked. A close look at Fig. 2 shows a number of
similarities in the ®rst stages of both mechanisms that
are now discussed.

First, they share the enolization transition structure
TSS1. This is depicted in Fig. 3. The geometry of this
species is very di�erent from the ground-state minimum
energy structure of the reactant (see Fig. 2), although it
resembles the enediol structure and the carbon frame-
work of the remaining stationary points reported here.
The transition vector involves ®ve atoms. In order to get
at it, the carbon framework must be severely torsioned
around the C2AC3 bond axis if one uses the structure of
minimum energy (RuBP model). This feature coincides
with the deformed carbon frame of CABP [15]. The re-
markable fact is that TSS1 is a stationary structure in
vacuum. As this TSS has already been discussed by us
[10, 11] we can turn now to the next speci®c step.

The attack of carbon dioxide or oxygen is made on
the same C2 position. One obtains TSS2C and TSS2O
shown in Figs. 4 and 5, respectively. The carbon frames
are very similar in space orientation. Small di�erences
arise that do not change what may be their molecular
surface when this is calculated for TSS1 or TSS2C and
TSS2O. This similarity would imply that both processes
may take place at the same active site. Another similarity
is the proton exchange at the entrance channel from the
hydroxyl group at C3 toward the entering attacking
molecule. In both cases, a carbonyl group is prompted at
C3 and an acid intermediate (A) or a protonated hy-
droxyperoxide (H) moiety appears as an intermediate.
Note that, at variance with the standard mechanism
(cf. Fig. 1), by considering the possibility of intramo-
lecular proton transfer, there would be no need for an
external base to abstract the hydrogen at C3. Of course,
this is not to be taken as a statement denying a role for
external groups during actual catalysis. The results point
towards a minimal motion alternative only.

As the next step must be hydration at the C3 center,
one can see that the corresponding carbonyl group is
there to be hydrated in both cases, and TSS3C and
TSS3O are obtained. The hydration in A leads to TSS3C,
a four-membered ring, corresponding to a concerted
mechanism such that oxygen addition to C3 and proton
transfer to the carbonyl oxygen are accomplished in a
single step. This type of transition structure has been
found in related hydration of carbonyl compounds [58].
TSS3C is related by its transition vector with the gem-
diol intermediate (G). Experimentally, such a type of
functionality has been used in connection with the
mechanism of rubisco [4, 59]. The gem-diol has a strong
acid character that would facilitate a new intramolecular
hydrogen rearrangement. As shown later, the depro-
tonation of the gem-diol is related to the breaking of the
carbon-carbon bond between the C2 and C3 centers.

TSS3O results, corresponding to the direct hydration
of the carbonyl group of H to yield a HH system. The
related product (albeit geometrically deformed) is the
equivalent of structure VIII in Fig. 1. This time, how-
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ever, the protonated peroxide forms a strong hydrogen
bond with the carbonyl oxygen at C3. A new transition
structure thereby becomes accessible via intramolecular
hydrogen transfer.

It is worth noting that there is no way to di�erentiate
both mechanisms, at least during the ®rst three steps;
however, once the system has gone that far (along either
path) there is no way to bring it back. All other steps, for
the calculated mechanism, can be executed as intra-
molecular hydrogen transfers.

The theoretical C2AC3 bond breaking process also
has some similarities. They can be sensed from TSS4C
and TSS4O in Figs. 4 and 5. The C2AC3 bond breaks
concomitantly with an intramolecular proton-transfer
process. From experimental results it is proposed that
the following step, associated with a C2AC3 bond-
breaking process, is prompted by the elimination of two
protons. The carbon-carbon cleavage has been a puz-
zling feature for a theoretical explanation of the mech-

anism. In our case, from structure G of the
carboxylation sequence, a fourth TSS4C is related to a
carbon-carbon (C2AC3) cleavage coupled to hydrogen
transfer from O3 to the OH group located at C2 pro-
ducing a biprotonated oxygen and reforming a carbonyl
center at C3. The transition vector amplitudes of this
TSS4C resemble the transition structure for an intra-

Fig. 3. TSS1 for the enolization step obtained from HF/3-21G
calculations on a ®ve-carbon model. The arrows represent the
major components of the corresponding transition vector. The
main distances (in angstroms) are also included

Fig. 2. Schematic reaction pathway for the enolization, carboxyl-
ation and oxygenation obtained from ab initio calculations on
a ®ve-carbon model (see the text for descriptions). Energies of
the stationary points relative to the enediol (kcal/mol) are as
follows. Carboxylation process: reactants (E + H2O + CO2) � 0;
TSS2C (+H2O) � 39.11; A (+H2O) � )18.46; TSS3C � 21.98;
G � )23.37; TSS4C � 32.75; P + AA � 12.50; TSS5C � 43.64;
P + P � )40.25. Oxygenation process: reactants (E + H2O
+ O2) � 0; TSS2O (+H2O) � 7.71; H (+H2O) � )26.71;
TSS3O � )8.60; HH � )55.49; TSS4O � 36.18; P + PO +
H2O � )140.37
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molecular hydrogen-transfer mechanism [9] leading
from the substrate-like structure to the dienol structure.
Following an IRC procedure, [49] an aci-acid interme-
diate (AA) and a ®nal D-glyceric acid molecule (P) are
formed; P can be related to the PGA product in Fig. 1.
The aci-acid AA has a positive charge at the protonated
hydroxyl group and a negative charge develops at the
adjacent C2 center. Note that this species would prompt
an inversion at C2 under speci®c conditions by 1,2-
hydrogen transfer from O2 [45]. For the oxygenation
reaction, this is the end of the story. The ®nal transition
structure TSS4O corresponds to simultaneous C2AC3
and O(O2)AO(O2) bond-breaking processes, and what
was the hydrogen of the ingoing water molecule is
transferred to the protonated oxygen of the peroxide
forming a new water molecule again. The reaction,
without hydronium elimination, can simply be accom-
plished as a complex set of intramolecular processes.
Two product molecules form (P and PO) and a water
molecule is created at a position corresponding to the
magnesium coordination sphere. This latter statement is
based on modeling procedures.

For the carboxylation reaction, a ®nal stdep is re-
quired to provide an explanation for the most di�cult
piece of experimental knowledge: the C2 inversion. The
AA fragment carrying the carboxylic acid moiety and
biprotonated O2 can be submitted to intramolecular
hydrogen transfer via TSS5C. There is a hydrogen shift

from O2 to C2 with a concomitant inversion of con®g-
uration at the C2 center. Note that a similar transition
structure could be obtained with no inversion of the
con®guration. During the bond cleavage step stereo-
speci®c protonation and inversion at C2 are required to
form a stereochemically correct product. A preliminary
study of the carboxylation set of steps modeling the
global enzyme structure using hybrid QM/MM meth-
odology indicates that TSS5C can be docked without
steric hindrance into the active center, but the transition
structure which would lead to the wrong con®guration
can not. The present results give a di�erent rationale to
Andrews and Lorimer's proposals [3]; the experiments
show that there is always inversion of con®guration at
C2. There is no evidence for the formation of L-PGA by
rubisco [60], indicating that this ®nal step is highly spe-
ci®c. The role of an external group from the enzyme is
essential to control the direction of the reaction sus-
tained by the minimal model.

5 Discussion

The sequence of TSSs presented in this work shows that,
in theory, the system is su�cient to carry out the full
reaction if water is available. The reactants molded into
geometries characteristic of TSSs occupy the same
con®gurational regions. Of course, this is not to say
that the enzyme reaction follows such a pathway without
further ado.

The role of the residues making up the coordination
shell cannot be assessed from the present vacuum cal-
culations. Modeling suggests that the carbamylated Lys
201 may form a hydrogen bond with the hydroxyl group

Fig. 4. Transition-state structures for the carboxylation pathway
obtained from HF/3-21G calculations on a ®ve-carbon model. The
arrows represent the major components of the corresponding
transition vector
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of C2. One should also have a clear understanding of the
role played by substrate binding. In particular, Lys 175
is essential for substrate binding and probably may
contribute an alternative path for C2 inversion during
carboxylation [61]. As indicated by CABP and other
crystallographic studies, binding molds the structure
into something resembling what will be required to ®t
in the active site of this enzyme.

The approach described in this and other work is
based on the idea that the TSS characterizes a real
molecule. It certainly has a ®nite lifetime. However, if
the system is going to take the mechanistic path it should
populate the vibrational-librational states obtained for
the TSS. The normal mode animations show a number
of low-frequency modes localized on the atoms a�ected
by the chemistry. The atom used to bind into the enzyme
has very low or zero amplitude. Interconversion takes
place as described elsewhere [62].

The structural invariance of the TSS has also been
tested using di�erent wavefunctions and molecular
models. In a recent work, a three-carbon model pre-
sented equivalent TSSs [14, 45] to those reported here.
This result is reinforced by our QM/MM study [46]
where 3525 atoms were considered classically and 29
atoms plus a water molecule were considered in the
quantum subspace. The structure of the saddle point of
index 1 is very similar to the one calculated here.

The present work shows that the old inevitability
hypothesis of rubisco enzyme [63], namely, carboxyla-
tion prompts oxygenation, has an electronic/molecular
basis. The TSSs of the initial steps display similar geo-
metric arrangements in the carbon frame of the substrate

thereby allowing either reaction. The control of the ki-
netics is then transferred to the relative concentrations of
the oxygen and carbon dioxide substrates. Suppression
of one reaction would almost always inhibit the other.
Although this is bad news for molecular geneticists, it is
good news for people working on theoretical represen-
tations of enzyme catalysis. But there is more. In a recent
de®nitive review of experimental information on rub-
isco, Lorimer and coworkers [63] remarked that 20 years
ago, Hanson and Rose [65] suggested that natural se-
lection for catalytic e�ciency has led to: (1) the use of
the minimum number of acidic and basic groups, (2) the
maximum separation of catalytic groups and/or replac-
ing groups, (3) minimal motion of the substrate. It is
amazing to see that the set of stationary points calcu-
lated here for both reactions complies at least with
principles 1 and 3.
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